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a. Statement of the Problem Studied

This project is intended to develop theoretical foundations for distributed -omputing. The primary goal

of the work has been the design istributed algorithms and the proof of upper and lower complexity

bounds for interesting distributed problems. The kinds of problems studied include distributed consensus

in the presence of faults, resource allocation, and election of a leader.

A secondary goal has been the development of formal semantic models for concurrent and distributed

algorithms, in a way which would clarify the commonality among various different kinds of concurrent

algorithms (shared memory algorithms, message-passing algorithms, concurrency control algorithms.

dataflow algorithms, etc.)

A tertiary goal has involved the modelling, specification and verification of concurrency control and

recovery algorithms for nested transaction systems.
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..J. b. Results

I. Analysis of Algorithms

A. Distributed Consensus

.'." In rDLSI, we devise algorithms for the problem of reaching agreement in a realistic distributed system

model that lies between the completely synchronous and completely asynchronous models. In this model.

messages have a "usual delivery bound", which need not always hold. In our solutions, disagreement can

never be reached, no matter how the messages behave. Moreover, if the messages get delivered within

their usual delivery bound for a sufficiently long interval of time, then agreement is guaranteed.

Algorithms are given for various fault models, along with matching lower bounds.

The first version of [DLS] included separate proofs for all the results. In preparing a journal version of

'DLS], we discovered a better way of organizing the results. Namely, we discovered a natural abstract

partially synchronous model which can be used to present the algorithms, and a collection of reductions

which allow the various models in the paper to simulate the abstract model.

In 'BL,CDDS , we introduce and study a new and fundamental problem for distributed systems, which

we call the Byzantine Firing Squad Problem. The problem is for remote processes to manage to carry out

some specified action at the same time, in a setting where the processes wake up at different times, and

where some of the processes are faulty. We obtain algorithms and lower bounds for a variety of fault

models. Our bounds are tight for all but one of the models.

In "FLY.IM, we demonstrate a new technique for proving lower bounds on the number of processors

needed to solve various distributed consensus problems. We have been able to unify a large collection of

previous work on impossibility for various kinds of distributed consensus, and add several new results,

using a new "shifting scenarios" technique. Many of the results were previously known, with very

complex proofs. There are some new results, however, in the area of clock synchronization. The paper

was the highest-rated submission to the 1985 PODC conference, and was invited to appear in the flagship

issue of the new Springer-Verlag Journal on Distributed Computing.

'11w work in CMS' provides lower bounds for the expected time to reach Byzantine agreement il a

-ari,-tv of fault models.

In CC , we have developed a randomized Byzantine agreement algorithm that terminates in an expected

number of rounds that is smaller than the known lower bound (due to Lynch and Fischer) on the number

of rounds required by a deterministic Byzantine agreement algorithm. The algorithm is of interest for

evvral rea.ons. It is simple and efficient enough to be of practical importance. Al]-o, it is ain example of

a situation where randomization improves on the problem solviNig power of n .ytei of coinputers.

a.
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Although randomization is vital to the algorithm, it is used sparingly: the expected number of coin to. se!-

per processor is less than one.

*Brian Coan C1] has developed a two-step transformation of algorithnis in various fault models (fail-

stop, failure-by-omission, and Byzantine), to a communication-efficient normal form. 'lie first step is a

transformation into a well known communication-inefficient normal form in which each processor, at each

round, broadcasts its entire state. The second step is a new transformation from this communication-

inefficient form to to a communication-efficient normal form. For each fault model there is a separate

transformation. The transformation in the Byzantine model is fully worked out, and more work is needed

for the other fault models.

As a corollary to the results in the Byzantine fault model, Brian obtained a major new result about the

communication requirements of Byzantine agreement. This new result is a polynoinal-iessage Byzantine

agreement algorithm that uses about half the roun& of communication used by any other polynomial-

message algorithm.

The problem of achieving simultaneity in the presence of faults first appeared implicitly in work of

= Rabin. He had an algorithm for reaching consensus whose expected running time was constant; however,4:'.

different processors might terminate at different rounds. The implicit question was: "Does there exist an

algorithm for achieving simultaneity that runs in time strictly less than O(t) (the lower bound for

agreement in a deterministic algorithm)?". We have answered this question negatively, in CD: we have

shown that not only is there no fast deterministic algorithm for achieving simultaneity, but there is not

even a randomized algorithm whose expected running time is less than t-1 rounds, where the expectation

is taken over the coin flip sequences. These results only assume fail-stop faults, and therefore apply a

'p fortiori to more malicious failure models.

This work was continued by Dwork with Yoram Moses 'DM11. They weakened the restrictions in 'CD,

on the failure patterns for which the lower bound could be proved. In fact, they have actually been able

to completely characterize the time requirements (at least for certain consensus problems in which

simultaneous termination is required, and for stopping faults). That is, they are able to exhibit a simple

protocol that is optimal in the sense that it always halts at the earliest possible time, given the pattern in

5 which the processors fail. This is often much earlier than the best previously known protocol for this

probIein.

This work was further continued by Yoram Moses and Mark Tuti,. \I'I In this continuation, they

apply the theory of knowledge in distributed vystcns to important prolhtltis ill distribuited coiiput ing

Whreaxs the paper 'DNT analyzes simultaneous l yzantine agreenient in the cra:h f:ililre iolI by

studying when facts become common knowledge, the present paper extend the previous paper to general

a-.
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simultaneous actions in a variety of models of omission failures. These papers show that the major issue

in designing protocols for simultaneous actions in unreliable systems is the uncertainly that individual

processors have about other processors' views of the system. These papers demonstrate that a knowledge-

based analysis can provide substantial insight and improved protocols for such problems. In particular,

they show that it is possible to design protocols for simultaneous actions that in all of their runs will halt

at the earliest possible time, given the behavior of the system.

Coan and Lundelius 1CLJ have studied the transaction commit problem in a realistic partially

synchronous computation model. Namely, they assume that message delays and relative processor speeds

are unbounded, and processors are subject to stopping faults. The time behavior of the system during an

execution influences the correctness conditions as follows: if any processor votes to abort, then all

processors must decide to abort; if all processors vote to commit and if no processors fail and all messages

arrive within a known time bound, then all processors must decide to commit. The nonfaulty processors

must always agree on their decision. In this model, they describe a randomized transaction commit

protocol based on Ben-Or's randomized asynchronous Byzantine agreement protocol. The expected

number of asynchronous rounds until the protocol terminates is a small constant, and the number of

stopping faults tolerated is optimal. It is known that no deterministic protocol is possible in this model.

B. Approximate Agreement

In DLPS\VI, we give a new algorithm and matching lower bound for the problem of reaching

approximate agreement (for example, agreement on the value of a sensor) among processors in a

distributed network. Interestingly, the problem turns out to be considerably easier than the problem of

reaching exact agreement. In particular, our solutions work in asynchronous networks with faults,

whereas it has been previously shown that no solution to exact agreement is possible in such a network.

A version of DLPSW] was prepared, submitted and accepted to JACM. New results were obtained,

showing how only 3t+l processors suffice to reach approximate agreement in an asynchronous

environment with t faults, and showing how faulty processors can be rendered unable to determine the

worst-case running time for the algorithm. A new lower bound was also obtained for the rate at which

the approximation can converge.

Alan Fekete has obtained some preliminary results which show how the theoretical bound on rate of

convergence can be approached by an actual algorithm.

C. Clock Synchronization

In LuLl.LuL2.Lul . we study the problem of synchronizing software clocks in a distributed system.

LuLl contains a new clock synchronization algorithm for use in a system in which some processors

exhibit worst-case (3yzantine) faults; it is able not only to maintain synchronization, but also to bring the

Ira-.
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clocks into synchronization in the first place. Moreover, it enables easy recovery of failed processors.

LuL2] contains a surprising lower bound on the closeness with which clocks can be synchronized in the

presence of uncertainty in the message delivery time. The lower bound is shown to be tight.

Jennifer Lundelius implemented a slightly modified version of the clock synchronization algorithm from

:LuLlf at AT&T Bell Laboratories this summer. The program was written in the C language and was

designed to synchronize the clocks of Suns running Berkeley Unix on an Ethernet. The algorithm had to

be modified in an interesting way because of the reality of the Ethernet -- it does not provide reliable,

bounded delay communication as well as a broadcast primitive. This paper describes the necessary

modifications, analyzes the worst-case performance of the new algorithm, and gives an overview of the

program.

D. Electing a Leader

In [FL], we study the communication cost of the very important problem of electing a leader in a

network of processors. Our results are for the special but i aportant case of a synchronous, bidirectional

ring network. They show that any algorithm which solves this problem must use at least order n log n

messages. An interesting combinatorial technique is used.

E. Network Resource Allocation

FGGLLGFGFLBB1 are papers about network resource allocation. Most of the results in these papers

were obtained a couple of years ago; however, we have been settling some open cases and polishing up the

presentation.

LGFGI was finally completed and sent to Information and Control. Over the past year or more, we

have improved this work in many ways. The most recent improvements involve generalizing the analysis

to allow arbitrary probability distributions of request arrivals, and to the case where resources, as well as

requests, occur at locations that are determined probabilistically.

"LGFG' contains criteria for optimal placements of resources in a network; work is still in progress on

this.

A new version of FLBB] was prepared and submitted for publication.

F. Atomic Registers

Vit anvi and Awerbuch [V' have studied the feasibility of atontic shared register access by

avridihronotis hardware. Tile probleni is to construct multivalued rcgi.sters which can be read and witten

asynchironousl by many processes in a consistent fashion. \lortovr, it is requirtd that any process

shotild be able to proceed withbout waiting for any other proc.->, i atoilic 1-reader, l-\%%iter

.. . ." p -. .. .... . ..
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registers, they have constructed atomic multireader, multiwriter registers using unbounded tags.

In [B], we give an algorithm allowing two processors with one-writer atomic registers with 2n values

each to simulate a n-value atomic register that they can both write. This is still work in progress.

G. Other Network Problems

[AG,A.\M,ACMG] describe new results on some interesting network problems. JAG] gives an efficient,

though complicated, new algorithm for performing breadth-first search of a distributed network. 'AM1

involves development of a new algorithm for detecting and breaking deadlocks among processes in a

network.

[AGMS] gives a new algorithm for carrying out a "global coin toss" in an unreliable network. This is a

very fundamental problem, since many existing protocols rely on the existence of such a coin. They have

proposed a new, efficient protocol that produces a provably fair coin in the presence of malicious

adversaries. Their solution uses weak cryptographic assumptions.

Paul Vitanyi has been working on a problem of distributed control [KV]. He has studied the number of .

messages required for matching pairs of mobile processes in a multiprocessor network; this is a measure

for the cost of setting up temporary communication between such processes. He has established lower

bounds on the average number of point-to-point transmissions between any pair of nodes in this context.

Applications of the results include lower bounds on the number of messages required to implement a

distributed name-server, and to solve distributed mutual exclusion and distributed resource allocation

problems.

Coan has worked on limitations on database availability when networks partition [CoOKj. In designing

fault-tolerant distributed database systems, a frequent goal is to make the system highly available despite -4

component failure. They describe a way of measuring availability and prove a lower bound on the

availability that can be achieved by any on-line replicated data management protocol that maintains

database consistency. This bound holds under a certain uniformity assumption on the pattern of data

accesses by transactions.

II. Models

Gene Stark's PhD thesis [Sl i was completed during this reporting period; it contains a formal

foundation for a theory of specification f modules in distributed systems.

Mark Tuttle has been working with Nancy Lynch [LT] on resource allocation algorithms and their

correctness proofs. We have been using a new "levels of abstraction" organization for proofs of

correctness of certain distributed algorithms. In particular, we have been applying it to prove the

4,%
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correctness of a new design for a distributed arbiter algorithin The tr,,, rgarn .A ,,, l', ,

way of understanding distributed algorithms in terms of the "abstract k io 1,., 'i,. pr,.ent a -a, ' t 1 1-1,

In order to carry out a clean, hierarchical proof, we have found it iicessarv to ,evlop a clear formal

foundation for this work. A basic semantic model for concurrent computation has been defined. it is

based on a simple component which we call an I/0 automaton. One important aspect of this model is the

division of process actions into input actions and output actions, which permits us to model the notion of

a "fair computation" easily. Our model captures the game-theoretic nature of distributed computation.

It includes treatment of both finite and infinite properties of module behavior. It allows organization of

algorithms using several conceptual levels of abstraction.

The 1,0 automaton model has been applied to several different areas of concurrent computing. For

example, Jennifer Lundelius Welch is using the model to describe shared memory algorithms. In

particular, she is describing a well-known n-process mutual exclusion algorithm of Peterson and Fischer in

a more modular way than they do. Two advantages are gained. First, any 2-process mutual exclusion

algorithm can be used as a subroutine in the tournament tree in her formulation, instead of just Peterson

and Fischer's 2-process solution. Second, the time performance can be reduced from O(n 2) to O(n log n).

An important aspect of this work is the development (still in progress) of time measures for asynchronous

systems, to be integrated with the IO automaton model.

Another application of the model has been to produce a more modular description of a family of

solutions to Chandy and Misra's Drinking Philosophers problem. Unlike their original presentation. the

new description produces a drinking philosophers algorithm from an arbitrary dining philosophers

algorithm as a subroutine. This work is at preliminary stages; it has not yet been written up.

Also, with Dr. Leslie Lamport, I have been attempting a formal proof, in levels of abstraction, of the

wvery well-known minimum spanning tree algorithm of Gallager, Humblet and Spira. This has met with

only partial success so far.

The principal contribution of DSI is the introduction of a new type of reduction designed expressly for

, listributed systems. This reduction classifies distributed problems by the communication requirements of

their solutions.

In KS. we propose a new method for the analysis of cooperative and antagonistic properties of

communicating finite state processes (FSP*s). 'This algebraic technique is based on a composition operator

and the notion of "possibility equivalence" among FSP's. We demonstrate its utility by showing that

potential blocking, lockout, and termination can be efficiently decided for loosely connected networks of

tree FSP's. If not all acyclic FSP's are trees, then the cooperative properties become NP-complete ard the j

*, *dAA. e* 1.A ~ ~ *t*-* *''-*



antagonistic ones PSPACE-complete. \\e also have related results for tightly coupled network> adi,,t f-

- the considerably harder cyclic process case.

Lundelius has shown 12} how a distributed system with synchronous processors and asynchronou-

communication can be simulated by a system in which both processors and communication are

* asynchronous, in the presence of various types of processor failures. Consequently, a result of Dolev.

Dwork and Stockmeyer, that no consensus protocol in a system with synchronous processors and

asynchronous communication can tolerate even one failstop processor, follows from the result of Fischer.

Lynch and Paterson, that fault-tolerant consensus is impossible when both processors and communication

"- are asynchronous.

III. Concurrency Control and Recovery

A. Nested Transactions

We have been engaged in an ambitious project to provide a natural formal foundation for concurrency

control and resiliency. Our goal is to provide a framework within which researchers, developers and

implementers can discuss interesting requirements and algorithms for distributed transaction-processing

systems. This area is of critical importance to distributed computing, but the work is currently described

*. in hundreds of unrelated research papers, with no common framework to aid in comprehension. \We are

* especially interested in a theory to underlie "nested transactions", an important new language construct

. for distributed computing.

The paper Li. on a preliminary model for nested transactions and a proof of correctness for an

exclusive locking algorithm, was revised and sent back to Advances in Computing Research for final

ptiblication.

The paper LM contains the first reports on our results on a new, cleaner and more expressive nodel for

nested transaction concurrency control and recovery. This framework appears to be satisfactory for all

its purposes. The paper includes a statement of a basic correctness condition to be satisfied by all nested

transaction systems. It also contains a correctness proof for an exclusive locking algorithm. Part of thi.-

effort includes description of the implementation of data objects with resiliency properties, in terins of

basic data objects without such properties. 'he presentation and proofs are much simpler and give iiore

insight thimn previous work.

\\e have begun to extend this work in seve,ral different directions. With Alan Fekete, Michael Merritt

and Prof. Hill Weihl, we have provod rorr.ctnss of an inportant practi.L algorithm, Moss' real-write

locking al-)rithi for ne-t.d tran,;actions IIAIW "'hi>.algorithn is currently implementid in the

.ARGIU system
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1, .ll .i I ot nrss of sev-eralI aI~uit III I I for t IIe 'Ietect Ioti and celiiniatioii of "orphI an' I riI .-

.ra:-. ~I t iii ancestors that ib~ort. If not iiiaiaged properly, orphan traiisactons p.ose :t

* ~ ~ ~ 1 I>: Aotorvasngst iirouc, so several algorithmis hav.e been designed f . lll ir.IL

:. IF.Itt s sysStemls What has not been clear until now is exact ly why these algorith, if, t-

1 -i ht it means for t hemn to be correct. We hiave been able to describe pre-ieor

%k itw! our model. and have soncorrectness of two import antorantiali'c.

i 1hTh proofs have bet-vi vetry clear. easy and short, in marked contra-st to earlier at t *uip *t(.

AIlz '11" -uI roofs. We are currently- studying some other orphan-manageriieiit algori thilii> I

At~i K t! Ihe presence of svst emn node craishes which lose the contents of' volatile mie tmorv,

i~t! Iv KI, Io inan. I hiave been work ing on modlelling replicated data management algorit h ni> ( 1.

lie~e. w\%ar initerested in algorithms for managing replicated data in the presence of site and

* ::1 jiiv- f lues( iticludiii t~gntwork partitions). This work involves unifying the knowvn results

ratisactiotis) ate1d extenlding the results to neste tansact ions. All of thi wok hLa

*.I- 1I..:(ISt uIvai ap',jrs are in v'arious advNanced stages of progress.

11, u:1' '- a, ii .tat of progress is wNork which is aimled toward a general theoremn about

!I, i. iri,i i-i s anid abs~tract- Ohjtets, work on modelling crashes in distributed networks, andJ work oin

itt- At.-baedalgri hi.sfor Impi~lemnenting ne,3ted transactions. ALI of these are important areasz and

\% a:I1 0 owiu' this work in thre future.

B. Highly Available Replicated Data Systems

L !1l. 11 -lisoitlit itt work at ('CA hias led, to severail new research ideas. CCA is building

- ~ ~ 1 i:!, t! I it- t .t Ion p'rocessintg s)vst emrn ILX ) which is intended to work in a SAC environmient. In

i h. -'iwiiimt At iotn is v"ery unreliable. I have been inovdin the system's dlesigin and s pecificat Ion . In

pal i irI . v hlj -~ dsign reibebodast algorithmis for use with unreliable packet radio

flhl.~t, . ~ ;I IKS .and algorithIims to change sv stetn configuration during its op~erationi SL

NI -t ' It-t lv. I hav-e been hlpii a vet of eorr''! tiess properties to (lescribe the guaralittee Nljhi

lI\I- able to make to its iisors; 1.14 ,S : st emli such as S ABI sacrifi'e st roiig correctjw, cond'001itin

" ri iz ,bility . iii the iit'-r ts 'If I-rformiatiee. [ti eiivIoJtiiielits with lnirelialb coliiiitiliailliil,

ill.,% I- I'. alr\ to do til It ip iortant . iOw'v,%er. tol he alide to mnake ,oiiie p~recise~ir~i'

a It II ~ -db catll Ti gtlaratit e'. hlle hv tilie systemn include nons1.top lifwrat toil.

It', :i f I. t, otI IenC [ I i ~ I o -- f 11 or) a I Itv "otIItiii '1;Itoii>. botitirs (If ''costs'' of, iiiI)Iisl>t'.ilcw

111 I '1 of11 k ld Iof faullty, otiliutitii- lolls :111 Irt ait " f; I IrmIi (-s I t: ira Ii teces I t i s I I Iilollit 1t tol

it e. 11.\ It if Ii Itte exlct o tha II ifI e t 'V (('II ipproil( 11 l tibolhiv in] the CCA .- >vIicm canl he
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compared objectively with more traditional approaches
V

N 
4,.

4

4

4-

4~~

4,



12

c. Publications and Technical Reports

1AM] Awerbuch, B., and Micali, S., "Complexity of Resolution and Detection of Deadlocks,"
IEEE Symposium on Foundations of Computer Science, October 1985, Portland,
Oregon.

1*

[ACMG] Awerbuch, B., Chor, B., Micali, S., and Goldwasser, S., "Verifiable Secret Sharing and
Achieving Simultaneity in the Presence of Faults," IEEE Symposium on Foundations
of Computer Science, October 1985, Portland, Oregon.

* AG! Awerbuch, B., and Gallager, R., "Distributed Breadth-First-Search Algorithms," IEEE

Symposium on Foundations of Computer Science, October 1985, Portland, Oregon.

BI Bloom, B. "Building Multiple-Writer Atomic Registers from Single-Writer Atomic
Registers," Work in progress.

BL Burns, J.E., and Lynch, N.A., "The Byzantine Firing Squad Problem," TM-275.
Laboratory for Computer Science, M.I.T., April 1985, also to appear in Advances in
Computing Research.

LCl' Coan, B., "Communication-Efficient Canonical Forms for Fault-Tolerant Distributed
Protocols," Proceedings of the Fifth Annual ACM Symposium on Principles of
Distributed Computing, Calgary, Alberta, Canada, (August 11-13, 1986), pp. 63-72.

CC7 Chor, B., and Coan, B.A., "A Simple and Efficient Randomized Byzantine Agreement

Algorithm," IEEE Transactions on Software Engineering, Vol. SE-II, No. 6. pp.
531-539, June 1985. Also, Proceedings 4th Symposium on Reliability in Distributed
Software and Database Systems, Sheraton Inn, Northwest Washington, Silver Spring.
MD., (October 15-17, 1984), pp. 98-106. Also, TM-266, Laboratory for Computer

Science, M.I.T., August 1984.

'CD' Coan, B.A., and Dwork, C., "Simultaneity is Harder than Agreement," Proceedings 5th
Symposium on Reliability in Distributed Software and Database Systems, Marriott
Hotel, Los Angeles, CA., (January 13-15, 1986), pp. 141-150.

'CDDS' Coan, B., Dolev, D., Dwork, C., and Stockmeyer, L., "The Distributed Firing Squad -r
Problem," Proceedings of the 17th Annual ACkf Symposium on Theory of

Computing, Providence, R.I., (May 6-8, 1985), pp. 335-345.

CL' Coan, B., and Lundelius, J. "Transaction Commit in a Realistic Fault Model."
Proceedings of the Fifth Annual ACM Symposium on Principles of Distributed

Computing, Calgary, Alberta, Canada (August 11-13, 1986), pp. 40-51.

CoOK, Coan, B., Oki, B. M. and Kolodner, E. K., "Limitations on Database Availability when
Networks Partition," Proceedings of the Fifth Annual ACA[ Symposium on

Principles of Distributed Computing, Calgary, Alberta, Canada, (August 11-13, 1986).
pp. 187-195.

'CMS Chor, B., Merritt, M. and Slimoys. D. B., "Simple Constant-Time Consensus Protocols
in Realistic Failure Models," Proceeding of the Fourth Annual AC,%f Sympolium on
Principles of Distributed Computing, Nlinaki. Ontario, Canada, (August 5-7. 1985).

-- %

% %.



13

pp. 152-162.

DLPSW\ Dolev, D., Lynch, N.A., Pinter, S. S., Stark, E. V., and Weihl, W. E., "Reaching
Approximate Agreement in the Preseice of Faults," Proceedings of 8rd Annual IEEE
Symposium on Reliability in Distributed Software and Database Systems,
Clearwater, FL., (October 17-19, 1983) pp. 145-154; also TM-276, Laboratory for
Computer Science, MIT, May 1985, also to appear in Journal of the Association for
Computing Machinery.

'DLS Dwork, C., Lynch, N., and Stockmeyer, L. "Consensus in the Presence of Partial
Synchrony," Proceedings of 8rd ACM SIGACT-SIGOPS Symposium on Principles of
Distributed Computing, Vancouver, B.C., Canada (August 27-29, 1984), pp. 103-118;
also TM-270, Laboratory for Computer Science, MIT, October 1984, and TM-270
Laboratory for Computer Science, MIT, October 1985, [revision of October, 1984
version of this paper]. To appear in JACM.

'D.I' Dwork, C., and Moses, Y., "Knowledge and Common Knowledge in Byzantine
Environments I: Crash Failures (Preliminary Ver.)," Proceedings of the Conference
on Theoretical Aspects of Reasoning About Knowledge, Monterey, CA., (March 19-22,

1986), pp. 149-170.

DS' Dwork, C., and Skeen, D., "Patterns of Communication in Consensus Protocols,"
Proceedings of Third Annual ACM Symposium on Principles of Distributed
Computing, Vancouver, B.C., Canada, (August 27-29, 1984), pp. 143-153.

'FGGL; Fischer, Griffeth, Guibas, Lynch Fischer, M.J., Griffeth, N.D., Guibas, L.J., and Lynch,
N., "Optimal Placement of Identical Resources in a Tree," To appear in Information
and Control.

FL: Frederickson, G.N., and Lynch, N.A., "Electing a Leader in A Synchronous Ring,"

TM-277 ?Revision of MIT/LCS/TM-259 and March 1985 version of this paper],

Laboratory for Computer Science, MIT, July 1985. To appear in JACM.

:FLBB1 Fischer, M., Lynch, N. A., Burns, J., and Borodin, A., "The Colored Ticket
Algorithm," TM-269, Laboratory for Computer Science, MIT, August 1983.

'FLNI Fischer, M.J., Lynch, N.A., and Merritt, M., "Easy Impossibility Proofs for Distributed
Consensus Problems," Proceedings of the Fourth Annual Symposium on Principles of
Distributed Computing, Minaki, Ontario, Canada, (August 5-7, 1985) pp. 59-70; also
TM-279, Laboratory for Computer Science, M.I.T., June 1985, also in inaugural issue of
Distributed Computing 1, 1 (1986), pp. 26-39.

[.'.NI\V Fekete, A. D., Lynch, N., Merritt, M., and \Veihl, W., "Nested Transactions and
Read/Write Locking," Proc. 6th ACM Symp. on Principles of Database Systems, San
Diego, California, March 1987, to appear.

GL Goldman, K., and Lynch, N., "Data Replication in Nested Transaction Systems," in
progress.

GLBIKSS' Garcia-Molina, H., Lynch, N., Blaustein, B., Kaufman, C., Sarin, S., and Shmueli, 0.,



14

"Notes on a Reliable Broadcast Protocol," Internal CCA report.

[HLNIW] Herlihy, M., Lynch, N., Merritt, M., and Weihl, W., On the Correctness of Orphan
Elimination Algorithms, Submitted for publication.

[KS] Kanellakis, P.C., and Smolka, S.A., "On the Analysis of Cooperation and Antagonism
in Networks of Communicating Processes," Proceedings of the Fourth Annual ACM
Symposium on Principles of Distributed Computing, Minaki, Ontario, Canada,
(August 5-7, 1985), pp. 23-38.

V. [KVI Kranakis, E., and Vitanyi, P.M.B., "Distributed Control in Computer Networks and
Cross-Sections of Multidimensional Bodies," MIT/LCS/TM-304, March 1986.
(Submitted to Journal of the ACM).

ILIJ Lynch, N.A., "Concurrency Control for Resilient Nested Transactions," Proceedings of
2nd ACM SIGACT-SIGMOD Symposium on Principles of Database Systems,
Atlanta, Ga., (March 21-23, 1983), pp. 166-181; also TR-285 Laboratory for Computer
Science, MIT, February 1983, also in Advances in Computing Research, 3 (1986), pp.
335-373.

[LBSj Lynch, N., Blaustein, B., and Siegel, M., "Correctness Conditions for Highly Available
Replicated Databases," Proceedings of 5th ACM SIGACT-SIGOPS Symposium on
Principles of Distributed Computing), (August 1986) pp. 11-28.

[Lull Lundelius, J., "Synchronizing Clocks in a Distributed System,", M.S. Thesis, TR-335,
Laboratory for Computer Science, MIT, August 1984.

Lu2 Lundelius, J.., "Simulating Synchronous Processors," to appear in Information and
Control.

'LuLl' Lundelius, J. and Lynch, N., "A New Fault-Tolerant Algorithm for Clock
Synchronization," Proceedings of 8rd ACM SIGACT-SIGOPS Symposium on
Principles of Distributed Computing, Vancouver, B.C., Canada (August 27-29, 1984)
pp. 75-88, also TM-265, Laboratory for Computer Science, MIT, July 1984. To appear
in Information and Control.

iLuL2 Lundelius, J., and Lynch, N., "An Upper and Lower Bound for Clock
Synchronization," Information and Control 62, 2/3 (August-September 1984), pp.
190-204.

7LGF'G Lynch, N.A., Griffeth, N., Fischer, M., and Guibas, L., "Probabilistic Analysis of a
Network Resource Allocation Algorithm," AA!S Workshop on Probabilistic Algorithms
(ABSTRAC'T O.VLY) (June 1982). Also, in Information and Control 68, 1-3 (January-
February-March 1986); also TM-278. Laboratory for Computer Science, M1ilT, June
1985.

"L Lynch, N.A., and Merritt, M., "The Theory of Nested Transactions: Concurrency
Control and Resiliency," (ICDT'86) International C'onfrrence on Database Theory,
Rome, Italy (September 8-10, 1986). Also, TR-367. Laboratory for Computer Science.
MIT, July 1986. Submitted for publication



,'I

[LT] Lynch, N., and Tuttle, M., "Correctness Proofs for Distributed Algorithms," in
progress.

LNIT Moses, Y. and Tuttle, M., "Common Knowledge and Simultaneous Actions in the
Presence of Failures". Submitted for publication. To Appear as an MIT Technical
Report.

[SI] Stark, E., "Foundations of a Theory of Specification for Distributed Systems," Ph.D
Thesis, TR-342, Laboratory for Computer Science, MIT, August, 1984.

[SL] Sarin, S., and Lynch, N.A., "Discarding Obsolete Information in a Replicated Database

System," To appear in IEEE Transactions on Software Engineering, (December
1986).

[VA] Vitanyi, P.M.B., and Awerbuch, B., "Atomic Shared Register Access by Asynchronous
Hardwarea, 27th Annual IEEE Symposium on Theory of Computing, Toronto, 1986.

%

%I.IN

4%

9°



16

d. Participating Scientific Personnel

Baruch Awerbuch, Postdoctoral Research Associate
Bard Bloom, Graduate Student
James Burns, Postdoctoral Research Associate
Chris Clifton, Graduate Student, MS, June 1986
Cynthia Dwork, Postdoctoral Research Associate
.Alan Fekete, Graduate Student
Kenneth Goldman, Graduate Student
John Goree, Graduate Student, MS, January 1983
Paris Kanellakis, Postdoctoral Research Associate
Jennifer Lundelius, Graduate Student, MS, August 1984
Everett McKay, Graduate Student, BS/MS, January 1985
Michael Merritt, Postdoctoral Research Associate
Yoram Moses, Postdoctoral Research Associate
Neil Savasta, Graduate Student, SB, June 1984
Eugene Stark, Graduate Student, Ph.D, August 1984
Mark Tuttle, Graduate Student
Paul Vitanyi, Postdoctoral Research Associate
Shmuel Zaks, Postdoctoral Research Associate

* 4

, .-. -......... .... ' d i



17

e. Bibliography
[AM] Awerbuch, B., and Micali, S., "Complexity of Resolution and Detection of Deadlocks,"

IEEE Symposium on Foundations of Computer Science, October 1985, Portland,
Oregon.

*ACNIG Awerbuch, B., Chor, B., Micali, S., and Goldwasser, S., "Verifiable Secret Sharing and
Achieving Simultaneity in the Presence of Faults," IEEE Symposium on Foundations
of Computer Science, October 1985, Portland, Oregon.

AG' Awerbuch, B., and Gallager, R., "Distributed Breadth-First-Search Algorithms." IEEE
Symposium on Foundations of Computer Science, October 1985, Portland, Oregon

B' Bloom, B. "Building Multiple-Writer Atomic Registers from Single-Writer Atomic
Registers," Work in progress.

BL Burns, J.E., and Lynch, N.A., "The Byzantine Firing Squad Problem," T\1-275.
Laboratory for Computer Science, M.I.T., April 1985, also to appear in Advances in
Computing Research.

C I Coan, B., "Communication-Efficient Canonical Forms for Fault-Tolerant Distributed
Protocols," Proceedings of the Fifth Annual ACMk[ Symposium on Principles of
Distributed Computing, Calgary, Alberta, Canada, (August 11-13, 1986), pp 63-72.

CC Chor, B., and Coan, B.A., "A Simple and Efficient Randomized Byzantine Agreement
Algorithm," IEEE Transactions on Software Engineering, Vol. SE-11. No. 6, pp.
531-539, June 1985. Also, Proceedings 4th Symposium on Reliability in Distributed
Software and Database Systems, Sheraton Inn, Northwest Washington, Silver Spring.
MD., (October 15-17, 1984), pp. 98-106. Also, TM-266, Laboratory for Computer
Science, M.I.T., August 1984.

CD Coan, B.A., and Dwork, C., "Simultaneity is Harder than Agreement," Proceedings 5th
Symposium on Reliability in Distributed Software and Database Systems. Marriott
Hotel, Los Angeles, CA., (January 13-15, 1986), pp. 141-150.

CDI)S Coan, B., Dolev, D., Dwork, C., and Stockmeyer, L., "The Distributed Firing Squad
""' Problem," Proceedings of the 17th Annual ACM Symposium on Theory of

Computing, Providence, R.I., (May 6-8, 1985), pp. 335-345.

('1. Coan, B., and Lundelius, J. "Transaction Commit in a Realistic Fault Model."
Proceedings of the Fifth Annual AC.1I Symposium on Priinciples of Ditributed
Computing, Calgary, Alberta, Canada (August 11-13, 1986). pp. 40-51.

CoOK Coan, B., Oki, B. M. and Kolodner, E. K., "Limitations on Databa-ve Availability %%hen
Networks Partition," Proceedings of the Fifth Annual A('I Sytnipo.,iun on
Principles of Distributed Computing, Calgary, Alberta. Canada. (August 11-13, l19-,G).
pp. 187-195.

"*.' ('. ('hor. 13 , Merritt. %1. and Shmoys, D. I , "Simple C'onsta t-'l'Tine (Coim.eiiswn l'i(to,.

in Realistic Failire Models," 1oCertrding of the Fourth .- ,inual . I.\I' . , ,,,o ,,,i

.P.triiciplfes of I).fributed C'omputing. \!inaki. Ontario, Canada. ({.\1igi, .- '. l')-7, .

%

a .'" ,"' ."," .'''.". a " " " " "" A



pp. 152-162.

;DLPS\VW Dolev, D., Lynch, N.A., Pinter, S. S., Stark, E. W., and \Veihl, W. E., "Reaching
Approximate Agreement in the Presence of Faults," Proceedings of 8rd Annual IEEE
Symposium on Reliability in Distributed Software and Database Systems,
Clearwater, FL., (October 17-19, 1983) pp. 145-154; also TM-276, Laboratory for
Computer Science, MIT, May 1985, also to appear in Journal of the Association for
Computing Machinery.

DLS Dwork, C., Lynch, N., and Stockmeyer, L. "Consensus in the Presence of Partial

Synchrony," Proceedings of 8rd ACM1 SIGACT-SIGOPS Symposium on Principles of
Distributed Computing, Vancouver, B.C., Canada (August 27-29, 1984), pp. 103-118:
also T.I-270, Laboratory for Computer Science, MIT, October 1984, and T.\-270
Laboratory for Computer Science. MIT, October 1985, [revision of October, 1984

version of this paper'. To appear in JACAI.

DXI Dwork, C., and Moses, Y., "Knowledge and Common Knowledge in Byzantine
Environments I: Crash Failures (Preliminary Ver.)," Proceedings of the Conference
on Theoretical Aspects of Reasoning About Knowledge, Monterey, CA., (March 19-22,

1986), pp. 149-170.

DS Dwork, C., and Skeen, D., "Patterns of Communication in Consensus Protocols,"
Proceedings of Third Annual ACMf Symposium on Principles of Distributed

C'omputing, Vancouver, B.C., Canada, (August 27-29, 1984), pp. 143-153.

F(;GL Fischer. Griffeth, Guibas, Lynch Fischer, MJ., Griffeth, N.D., Guibas. LJ., and Lynch,
N.. "Optimal Placement of Identical Resources in a Tree," To appear in Information
and Control.

FI. Frederickson, G.N.. and Lynch, N.A., "Electing a Leader in A Synchronous Ring,"

TNI-277 'Revision of MIT/LCS TM-259 and March 1985 version of this paper;,
Laboratory for Computer Science, MIT, July 1985. To appear in JACM.

FI.Jb Fischer. M., Lynch. N. A., Burns, J,, and Borodin, A., "The Colored Ticket
Algorithm," TM-269, Laboratory for Computer Science, MIT, August 1983.

FI.M Fischer, M J., Lynch, N.A., and Merritt, M., "Easy Impossibility Proofs for Distributed

Consensus Problems," Proceedings of the Fourth Annual Symposium on Principlcs of

Distributed Computing, Minaki, Ontario, Canada, (A\ugust 5-7, 1985) pp. 59-70; also

TM-279, Laboratory for Computer Science, M.I.T., June 1985, also in inaugural issu of

Distributed Computing 1. 1 (1986), pp. 26-39.

FINI\W Fekete, A. D., Lynch, N., Merritt, M.. and \Vejlil, V., "Nested Transactions and
Read Write Locking," Proc. 6th .AC,'I Syrup. on I 1 ricipdes of )atabose .;ystrm, an

Diego. California. March 1987. to appear.

(;1. Goldman, I\. and Lynch, N., "Data Replication in Nested Transaction Systems." in

progress.

. (,I.lK~s Garcia-.\olina, If.. Lytilh, N Blaustein, 11, Kaufman, C. Sarin, S., and Shinul.(),

,%%

c 7



19

"Notes on a Reliable Broadcast Protocol," Internal CCA report.

HLMW Herlihy, M., Lynch, N., Merritt, M., and Weihl, W., On the Correctness of Orphan
Elimination Algorithms, Submitted for publication.

'1(S Kanellakis, P.C., and Smolka, S.A., "On the Analysis of Cooperation and Antagonism
in Networks of Communicating Processes," Proceedings of the Fourth Annual ACM

Symposium on Principles of Distributed Computing, Minaki, Ontario, Canada,

(August 5-7, 1985), pp. 23-38.

:V Kranakis, E., and Vitanyi, P.M.B., "Distributed Control in Computer Networks and

Cross-Sections of Multidimensional Bodies," MIT/LCS/TM-304, March 1986.
(Submitted to Journal of the AC!).

Li Lynch, N.A.. "Concurrency Control for Resilient Nested Transactions," Proceedings of
2nd ACM SIGACT-SIGMOD Symposium on Principles of Database Systems,

Atlanta. Ga., (March 21-23, 1983), pp. 166-181; also TR-285 Laboratory for Computer
Science, MIT, February 1983, also in Advances in Computing Research, 3 (1986), pp.
335-373.

SL3S Lynch, N., Blaustein, B., and Siegel, M., "Correctness Conditions for Highly Available
Replicated Databases," Proceedings of 5th ACM SIGACT-SIGOPS Symposium on
P'rinczples of Distributed Computing), (August 1986) pp. 11-28.

Lu I Lundelius, J., "Synchronizing Clocks in a Distributed System,", M.S. Thesis, TR-335,
Laboratory for Computer Science, MIT, August 1984.

Lu2 Lundelius, ... "Simulating Synchronous Processors," to appear in Information and
'" Con t r'ol

'LuL I Lunl,.lius, J and Lynch, N., "A New Fault-Tolerant Algorithm for Clock

Synchronization," Proceedings of 3rd ACAf SIGACT-SIGOPS Symposium on

Principles of Distributed Computing, Vancouver, B.C., Canada (August 27-29, 1984)

pp. 75-88. also TM-265, Laboratory for Computer Science, MIT, July 1984. To appear
in Information and Control.

LuL2 Lundhlmus, J., and Lynch, N., "An Upper and Lower Bound for Clock

Synchronization," Information and Control 62, 2/3 (August-September 1984t), pp.

190-204. N

S'LGFG Lynch, N.A., Griffeth, N., Fischer, M., and Guibas, L., "Probabilistic Analysis of a

Network Resource Allocation Algorithm," AAIS Workshop on Probabilistic Algorithms

(At.B-h.4( T OVL)) (June 1982). Also, in Information and Control 68. 1-3 (January-

February-Niarch 1986); also TM-278, Laboratory for Computer Science, MIT, June

I.N I L.ymh, N.-\,, and Merritt, \1., "The Theory of Nested Transactions: Concurrency

Control and Ivesihiency," (ICDT'86) International Conference on Database Thuory,

?omne. Italy (Septemiber 8-10, 1986). Also, TR-367, Laboratory for Computer Science,

NlI'. July I 989. Submitted for publication.



20

[LT; Lynch, N., and Tuttle, M., "Correctness Proofs for Distributed Algorithms," in
progress.

NIT' Moses, Y. and Tuttle, %r, "('ommon Knowledge and Simultaneous Actions in the
Presence of Failures" Submitted for publication. To Appear as an MIT Technical
Report.

'SI1 Stark. E., "Foundations of a Theory of Specification for Distributed Systems," Ph.D
Thesis, TR-342, Laboratory for Computer Science, MIT, August, 1984.

SL' Sarin, S., and Lynch, N.A., "Discarding Obsolete Information in a Replicated Database
System," To appear in IEEE Transactions on Software Engineering, (December
I98i).

[VA i  Vitanyi, P.M.B., and Awerbuch, B., "Atomic Shared Register Access by Asynchronous
Hardware", 27th Annual IEEE Symposium on Theory of Computing, Toronto, 1986.

I "I

I

I



S

.1

N


